EFFICIENT SEMI-SUPERVISED ANNOTATION WITH PROXY-BASED LOCAL CONSISTENCY PROPAGATION
Lei Huang’, Yang Wang', Xianglong Liu’, Bo Lang”

"State Key Lab of Software Development Environment, Beihang University, Beijing, China
‘National Computer Network Emergency Response Technical Team/Coordination Center of China, Beijing, China

1. Introduction 3. Online Semi-Supervised Annotation
o - - - - - - - User 488\ P e l ¢ A
“= Automatic image annotation Is an effective solution to manage images which increases tremendously. sz Initially, all data are utilized to train the model in a semi- Py | HA
=8 Semi-Supervised Learning (SSL), are promising to build more acc_urate models. | supervised manner. helabel? ¢ Model
+ I\/Ian_y grap_h-based SS_L methods ,_ which involves graph construction and label propagation, have been = For anew image the system makes prediction using its Yes I
applied to image or video annotation. current predictor and shows the prediction to the user. & +dog
2= If the user confirms the label , the new data should be treated !
as training data to retrain the model, which can update the Labeled data
== Most of Graph-based SSL don’t consider the difference between the labeled and unlabeled data when label information of the unlabeled data and the predictor. E :g i~ d
learning the manifold. ] S
2= Most of Graph-based SSL face the limitation that learning must be performed in a batch mode. Incremental learning )
2 Key idea: fix the transfer matrix == Trick: We denote A= Wy .., Y., , for multi-class, only
| | | | | o e T, =1 —a)d—aS,)! update the j-th column of F, with an increment AF;) = T, - A,
== Propose a novel label propagation algorithm named PLCP, in which the label information Is first _
oropagated from labeled samples to their unlabeled neighbors, and then spreads only among unlabeled == Foranew data, predict: L Incr’ementally add m data:
ones like a spreading activation network. * Fy =Ty [Wy,, Wy pew | [Y], ¥hew 1 * Fy=F+TyWyuYy
== Propose an online semi-supervised framework and develop an incremental learning method for PLCP. = Fy + Ty Wy new Ynew 4 Time complexity: O (m x u®)
2. Proxy-Based Local Consistency Propagation 4. Experiments

: Datasets R
NOt(]tIOn labeled data O Ega ‘ Q '
AL g% m 2 MNIST: 70K, 784D Pixel 5 L iR
= Apoint set X = (X}, Xy) = {Xq, 0, X1, Xy 41, o0, Xp } At e 22 CIFAR-10: 60K, 384D GIST - ; i .H‘M 11 Bl o=
o Points X, = {x;,.,x} are labeled y € £={L,..,c} Ly e , S B e [V
# Predict the label of unlabeled points X, = {x;.4, ..., X,,} ] TN Results
J rOxX Data sinularity
Algorithm = - == Compared methods: KNN, GFHF, LGC == Evaluation: transductive accuracy on unlabeled data
o bu,a\,,ﬂ WPLCP  mLGC  WGFHE  mKNN-S B 05 S I:GL: ) Eﬁﬂ } SrT:(l:) EEE( ] Eﬁg—]mc
= Pairwise similanity == Propagation iteratively T TN il I e ———————— 2 | 1761 | 1010 | 2720 | 00640
X —x; i ..-_ Boss | 1t o _— 2.8 oo \ k=3 | 17.79 | 11.50 | 34.14 |  0.0572
* Wy = EXP( 702 ) ¢ Fy(t+1)=aSyFy(t) + (1 — )Yy By . bl O e | |t |lsl6| 138 fa0s ) ooss
1 T " " . oss 1 7 o I I I I I I I I I = k=6 | 1836 | 1922 | 6092 | 0.0651
== Initial information: == Converge to stable state Huununuune = k=7 | 1865 | 2140 | 7249 | 0.0588
] - | _ - k:E 19.11 | 24.12 | 8522 [ 0.0609
® V=38 EN®)) WY e F = limF0 = (1 - @) - aS) Y = (1 - @)l - aS) Wy Y, ciraaaens HMENERNERR oo T 2 [ | 20| ] oo
¢ Matrix form: Y, = Wy, Y, MNIST CIFAR-10 Robustness of « Computational cost

Object function

Conclusion

1 . R F, o B 02 == Efficient Semi-Supervised Annotation
A(Fy) =5 ;1 Wi | \/; J; I +u; I Fy — [Wy, Y] | 4 Achieve better accuracy and has a promising performance
g 0 + Satisfy the requirement of online real-time annotation
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